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ABSTRACT

The volume of illegal material on file-sharing net-
works poses a challenge for investigators attempting
to police such networks. We propose a novel approach
that automates the resource intensive task of iden-
tifying previously unknown files of interest amongst
hundreds of thousands of files shared on such net-
works. We also describe how this approach could be
used to identify clusters of peers that might be closely
related to each other, either as part of a syndicate,
or as multiple personae of the same individual.

Our approach is based on the collaborative filtering
techniques typically used in recommender systems.
In this study we find that we can successfully make
use of collaborative filtering techniques to find new
media belonging to specific categories of interest to
an investigation of a peer-to-peer network, without
having to examine filenames or file contents. We also
find evidence that distance metrics from collaborative
filtering could be useful in the clustering and identifi-
cation of peers on file-sharing networks. Additionally,
we describe an unsuccessful attempt at using collab-
orative filtering to predict the future file-sharing be-
haviour of peers.

I INTRODUCTION

Peer-to-Peer file-sharing networks such as Gnutella
and BitTorrent pose a unique challenge to law en-
forcement officials. As well as facilitating the illegal
distribution of copyright protected material such as
games, films and music, such networks are being used
for the purposes of serious organised crime, including

the distribution of child abuse media and other illegal
pornographic material [5]. In this paper we describe
how collaborative filtering techniques, originally de-
veloped to select user-appropriate content from online
and commercial datasets, can be applied to support
the policing of file-sharing networks.

Law enforcers typically attempt to combat illegal ac-
tivity on file-sharing networks through manual moni-
toring and investigation with tools such as RoundUp
[7]. These tools mostly require enforcers to identify
specific files of interest they wish to locate, or else
connect to individual peers whose shared files they
wish to browse. Given the volume of traffic generated
by file-sharing networks and the significant portion of
this which has been identified as illegal material [5,9],
such manual investigation is unsustainable. There-
fore, automatic systems to filter and prioritise targets
for investigation are needed [6]. The aim here is not
to provide forensic evidence for prosecution, but to
assist enforcers in finding and prioritising leads for
further investigation.

Such investigative aids are required in a number of
scenarios. Firstly, enforcers tracking down illegal ma-
terial on peer-to-peer networks need support in find-
ing particular categories of content amongst terabytes
of data. This is an extremely challenging task, as
notwithstanding the scale of the networks, file-sharing
content is often untagged, mis-categorised or even
purposefully disguised, particularly where illegal ma-
terial is concerned. Secondly, investigators might wish
to model and predict the file-sharing behaviour of
peers so as to detect and target the most prolific
offenders or those peers who are at risk of commit-
ting an offence. Finally, there is increasing interest
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in attempting to identify relationships between peers
(in order to uncover organised crime rings) and re-
solve multiple identities held by the same individual
(in order to conflate such identities into a single tar-
geted investigation, hence optimising resources that
may otherwise be dedicated to multiple, superficially
isolated, cases).

We propose a collaborative filtering approach to ad-
dress the above investigative scenarios. As well as
outlining how collaborative filtering may in general
be applied to traces of peer-to-peer networks, we ex-
tend the underlying assumptions of collaborative fil-
tering in designing and evaluating three possible ap-
plications which could be of use to investigators. We
investigate how a collaborative filtering recommender
system can be used for the discovery of new illegal
media without need for processing of filenames or file
content; we attempt the prediction of peers’ sharing
behaviour for the purposes of preventative interven-
tion and we evaluate the suitability of a collaborative
filtering distance metric for clustering and identifica-
tion of peers based only on their file-sharing history.
We apply our techniques to samples from two lead-
ing peer-to-peer networks and discuss how properties
of these networks impact on the operation of these
methods.

The novel aspects of our study are as follows:

• This is the first work to study the applicabil-
ity of collaborative filtering techniques for the
investigation of file-sharing networks. To date,
collaborative filtering techniques have been suc-
cessfully applied in this domain where users’
behaviour can be readily bounded, e.g. lim-
ited to a specific and identifiable subset of file-
sharing traffic such as MP3 files, or through ex-
plicit rating of items by users. This is the first
work to target collaborative filtering for such
unbounded multi-user settings.

• We evaluate whether our approach enables cat-
egorisation of unknown files in a large unbounded
space without recourse to examining their con-
tent or relying on filenames. This would enable
investigators to gather new target files from a
large sample under investigation, simply requir-
ing known examples of the same category of file.

• We evaluate whether our approach enables in-
vestigators to predict the file-sharing behaviour
of peers. This would enable investigators to pri-
oritise targets for further investigation.

• We evaluate whether our approach makes it
possible to cluster related peers together and/or
superimpose multiple peers on to the same iden-
tity. This would enable investigations of or-
ganised crime on file-sharing networks and con-
tribute to building a more accurate profile of
users who may be hiding behind multiple peers
on the same (or multiple different) networks.

In performing this study we build upon earlier work
which has identified characteristics which indicate the
suitability of file-sharing networks and the distribu-
tion of certain illegal media therein for this kind of
analysis [3,5]. We also aim to complement studies us-
ing collaborative filtering on file-sharing networks for
the purposes of recommendation and rating [13,14,17]
and approaches to media classification involving lin-
guistic analysis of filenames [4].

In Section II we provide an overview of certain past
approaches to aiding law enforcement in the monitor-
ing of file-sharing networks, and explain the general
operation of collaborative filtering algorithms. We
then move on to describe how this theory can be ap-
plied to file-sharing networks in Section III, and de-
tail how such methods are of benefit to monitoring
authorities. In Section IV we evaluate three of these
applications against large datasets drawn from the
Gnutella and BitTorrent networks, presenting results
along with their analysis. We conclude in Section
V by summarising the findings and outlining areas
where further research seems most appropriate.

II BACKGROUND

There have been previous efforts to assist law en-
forcers in monitoring peer-to-peer file-sharing. Well
known tools in this domain, such as RoundUp [7],
already include useful features such as a geolocation
capability to enable officers to remain within their ju-
risdiction [8], and law enforcers often exploit the dis-
covery tools built into peer-to-peer protocols to track
down offending material by filename or hash value.
However, such tools are merely aids to manual inves-
tigation and identification of illegal material and do
not provide for automated detection of leads.

The work of Chow et al. [2] expands on this discov-
ery approach to provide an automated system for
scraping torrent-sharing fora and investigating Bit-
Torrent tracker information through specified condi-
tions. This is a more promising approach, but ap-
pears limited to presenting or acting on summaries
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of the information directly provided by trackers.

Hughes et al. [4] identified the challenge of detecting
child abuse media on peer-to-peer file-sharing net-
works when confronted with the adoption of obscure,
evolving domain-specific terminology by offenders. The
authors addressed this through the application of nat-
ural language processing techniques. This approach
led to promising results, but is limited by a reliance
on file names reflecting file content and the use of
chained connections to detect new terminology. In
an alternative approach presented later, we present
a competitive method based on user and file associa-
tion which should bypass these limitations and prove
generalisable to other media types.

Although we are unaware of any other examples of
collaborative filtering techniques being applied for the
purpose of aiding investigation, there is supporting
evidence that makes a strong case for success in this
area. Research aimed at optimising the performance
of file-sharing networks has revealed a strong degree
of clustering around similar interests [3]. Similarly,
work studying particular criminal behaviour on file-
sharing networks [5] shows that most peers sharing
illegal pornographic material will mostly share only
such content, boding particularly well for the effec-
tiveness of collaborative filtering techniques in this
domain, as such techniques tend to perform poorly
on users with eclectic preferences. Alongside this are
examples noting the successful application of collabo-
rative filtering techniques to assist file sharers search-
ing for content [12,17] and for gathering information
on music popularity [14].

1 COLLABORATIVE FILTERING

Collaborative filtering techniques are well established
in online recommender systems. They are employed
to enhance a user’s experience by sifting through the
vast quantities of content a site or store offers and
finding items a user is likely to enjoy. This serves the
dual purpose of promoting customer satisfaction and
maximising the effectiveness of advertising.

The way these techniques work can vary in a number
of details, but the principle of the method remains
the same. Essentially, the technique relies on the as-
sumption that if user X has previously enjoyed items
which user Y also enjoyed, user X is likely to en-
joy other items user Y has enjoyed. The concept of
whether a user enjoyed an item of content can be ex-
plicitly stated - by asking the user to rank items -
or silently inferred from those items a user is seen to

access or purchase.

In a typical collaborative filtering scenario, there is
a set of n users U = {u1, u2, ..., un} and a set of m
items I = {i1, i2, ..., im}. Each user uk has a history
of enjoyed items Iuk which is a subset of the avail-
able items I. The task of a collaborative filtering
algorithm is to decide on a subset of I that a par-
ticular active user uk is likely to enjoy based on the
content of Iuk.

It accomplishes this by scanning U for any users whose
history of enjoyed items overlaps with that of uk, find-
ing a subset of U which we could call the ‘neighbours’
of uk. Taking the union of these neighbours’ histories
results in a set of items which, given the assumption
above, it might be reasonable to expect the active
user to enjoy. This can be (and almost invariably is)
then improved by ranking the members of this set
based on which items were most common, or more
common in this group than in I generally. Where
user ratings are available, more highly rated items
might be moved up the recommendation list. Sev-
eral approaches [11, 15] modify this ranking of items
by considering how similar to the history of the active
user is the history of the user recommending an item.

As mentioned, several of these details can vary and
there are many subtleties to the application of this
general method to specific purposes. A comprehen-
sive review of collaborative filtering literature is pro-
vided by [15].

III PROPOSED APPROACH AND APPLI-
CATIONS

It is not difficult to see that certain collaborative fil-
tering concepts map readily onto ones drawn from the
operation of file-sharing protocols. Rather than users,
we shall talk of a set of n peers, P = {p1, p2, ..., pn},
which are machines participating in file-sharing on a
particular network. Rather than ‘items’ we shall talk
of a set F of m files, F = {f1, f2, ..., fm}, being shared
on the network. Rather than an active user we shall
talk of an active peer for whom we wish to make rec-
ommendations. These are only superficial alterations
to the general approach outlined in Section II.

In ordinary file-sharing traffic, there is no rating of
files, only querying, downloading and sharing. There-
fore we must consider collaborative filtering techniques
which do not rely on explicit rankings, but for which
it would suffice to know whether a peer has previ-
ously shared a certain file. For each file, we shall
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know whether or not a peer has shared it, which is to
be considered analogous to them ‘enjoying’ the file.
A leading method for this type of binary data is the
Lightweight Collaborative Filtering Method for Bi-
nary Encoded Data (LCFBED) [18]. As we will ap-
ply this method extensively, it will be instructive to
outline it here.

Given an active peer pk, who is already known to be
sharing some files Fpk, we find all members of P who
are observed to also be sharing a file in Fpk. That is,
for all pi ∈ P , if Fpi ∩ Fpk 6= ∅, then pi is a member
of Ppk, the group of ‘neighbour peers’ which share
some preferences with the active peer pk.

Next, we collect all distinct files which are known to
be shared by one of the neighbour peers in Ppk and
which are not in Fpk. This leaves us with a set Fq,
where

Fq =
⋃

pj∈Ppk

Fpj − Fpk

This is the set of files which the active peer might
be interested in, though they are as yet unsorted. In
order to sort them, the LCFBED method gauges the
level of similarity between peers. To do this we must
first outline the concept of a peer being known to
share a file:

owns(px, fy) =

{
1 if peer px shared file fy
0 otherwise

and then include this in the definition of a measure
of closeness between any two peers px and py.

closeness(px, py) =
∑

fj∈Fpx∩Fpy

1 +
1∑

pi∈P

owns(pi, fj)

This measure counts the number of files the two peers
have in common, but it also adds a weight to each of
those files which inversely reflects how common that
file is in the network in general. This means that
peers who have more unusual files in common are
regarded as closer than peers who hold a relatively
widespread file in common.

This closeness measure provides us with a general
understanding of the strength of a relationship be-
tween two peers. However, where we want to compare

multiple peers to an active peer, we find it useful to
talk in terms of proportionate closeness, where each
pj ∈ Ppk has a relationship measure to pk gauged in
relation to the closest of Ppk. We will refer to this as
the similarity measure between an active peer pk and
any px.

sim(pk, px) =
closeness(pk, px)

max(closeness(Ppk, px))

Using these components, we can then construct a
score for each fj ∈ Fq which reflects how likely the
active peer pk is to find fj enjoyable by taking into ac-
count not only the number of neighbours which share
a given file, but also how similar each neighbour is to
the active peer, and also the number of files which
said neighbour is recommending.

score(fj) =
∑

pi∈Ppk

owns(pi, fj)
sim(pi, pk)∑

fk∈Fq

owns(pi, fk)

This scoring system assigns most weight to those files
recommended by people who are recommending lit-
tle else. That is, the majority of the files they are
sharing are those which they have in common with
the active peer. This minimises the impact of ‘super
sharers’ or seeds in the file-sharing network, who tend
to share large numbers of files. Though these peers
still contribute to the recommendation of a file for
pk, they contribute much less than peers who share
mainly the same type and number of files as pk.

The method described above allows us to rank the
files in Fq for recommendation to the peer pk. This
might form the basis of a user experience improve-
ment service for a file-sharing network, but as it stands
would be of little use to law enforcement agencies. It
is through re-application of this method and exten-
sion of the classic collaborative filtering assumptions
that the potential utility emerges, as we shall describe
in the three cases below.

1 MEDIA CLASSIFICATION

Hughes et al. [4] observed that discovering new ille-
gal pornographic material on file-sharing networks is
a challenging task due to the obscure domain-specific
terminology used by offenders. They put forward an
approach which uses automated linguistic analysis to
identify new child abuse media. This approach did
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prove successful, but is limited by a reliance on file-
names reflecting file content, which is especially prob-
lematic when faced with intentionally obfuscated file-
names.

We propose a new method, based on the LCFBED
collaborative filtering algorithm, which should allow
for media classification based solely on hash value
and association with peers. The key insight is that,
for the purposes of the algorithm, the active peer is
merely a means of identifying a subset Fpk of F . It is
entirely possible to modify this step so that this sub-
set is instead selected by some manual or automatic
process to contain items of a particular category. Us-
ing the observation that file-sharing traffic tends to
cluster around interest [3] and that such clustering is
especially strong in the case of those sharing illegal
pornographic material [5], it seems to follow that law
enforcers could select a group of files representative
of — for example — child abuse media, and use the
collaborative filtering method to identify a list of pre-
viously unseen files which are likely to be of the same
nature.

The LCFBED method is particularly appropriate for
this application, as its operation allows for an inclu-
sive list of files of a certain type without penalising
effectiveness — that is to say, as it does not count a
lack of a file in Fpk against a peer in creating a mea-
sure of closeness to the active peer, as some other
collaborative filtering techniques do, it is possible for
arbitrarily long lists of known files to be utilised.

It is worth making clear that in this we slightly al-
ter the classical collaborative filtering assumptions as
defined in Section II. We now assume that, for a set
of files Fn created to reflect some category, peers that
are sharing the files in Fn will also share files of the
same type. In essence, this method uses peer associa-
tion to find previously unknown examples from a set
of known examples of a type of file, with no need to
examine the contents or filename of a file.

2 BEHAVIOURAL PREDICTION

The fundamental prediction produced by the tech-
nique previously described is as to what the active
peer pk will ‘enjoy’, based on what it is seen to be
sharing and what other peers who are sharing the
same files are also sharing. However, it is not un-
reasonable to suggest that this might also be an ap-
propriate method for predicting what pk will soon
share, given that the recommendations coming from
the method are formed by looking at which files are

being made available for download by peers with whom
pk is likely1 to have some previous, possibly ongoing,
interaction.

It is again worth making clear that here we would be
extending the classical assumptions of a collaborative
filtering technique, so that we instead assume that if
peer pk is sharing files Fpk and peer py is also sharing
files Fpy such that Fpk ∩ Fpy 6= ∅, then peer pk is
likely to obtain and share files from Fpy, the other
files peer py is sharing. This is a greater assumption
than in the classical case, as we infer not only desire,
but also successful attainment and distribution.

If this assumption holds up under scrutiny then it
could make some contribution to understanding of
how files spread through file-sharing systems. It would
also allow law enforcers to make interventions ahead
of time to prevent access to illegal content, perhaps
at the level of targeted warnings.

3 DISTANCE METRIC

This application focuses on the closeness component
of the LCFBED collaborative filtering algorithm. With
it we have a measure of how closely identifiable two
peers may be. This measure could by itself be of
use to law enforcement officials in link analysis ac-
tivity, where enforcers examine the known connec-
tions between suspects to gain an understanding of
criminal networks. This technique seems particularly
well-suited for the sort of organised crime which is
frequently seen online [1].

An additional application lies in that when two peers
are seen to have high closeness measures it may be
taken as an indication, alongside their geographical
location and other factors, that they are closely linked
in another manner. This is grounded somewhat in
that the closeness measure makes use of exact hash
comparisons, so large values indicate that a number
of the exact same versions of files have been shared
by the two peers. To take this approach to the ex-
treme, it seems that if two peers have a particularly
high closeness measure, this could be a useful trait
in deciding whether they are in fact the same per-
son or physical machine - either wilfully disguising
their identity, or having it masked by properties of
the network. This identification property could aid
law enforcers in overcoming criminal countermeasures
to traffic monitoring.

1As their histories overlap, although the exact implications
of this are protocol-dependant.
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Although this application does not apply the full col-
laborative filtering technique, the way we are inter-
preting the closeness measure does differ from how it
is used classically. Normally, it might be said that the
closeness measure reflects how similar the file-sharing
history of peers is; in our usage of the measure, the
assumption is that similarity of file-sharing habits re-
flects a more general similarity or connection between
individuals.

IV EVALUATION

In this section we aim to test the correctness of the
hypotheses outlined in Section III by applying them
to sample data drawn from observations of real file-
sharing traffic. The data is drawn from two sources: a
Gnutella-based file-sharing network and a BitTorrent-
based file-sharing network. The decision to use mul-
tiple networks was made so as to better test the gen-
erality of the proposed applications.

Five datasets are used in total; three collected from
the BitTorrent network in the months of October,
November and December of 2009, the two others col-
lected from the Gnutella network in March and April
of 2010. The BitTorrent network traffic was collected
by polling popular trackers for information, with tor-
rents being drawn from popular torrent-listing sites.
Gnutella network traffic was gathered by introducing
nodes into the Gnutella network which became ‘su-
per peers’ and recorded the query-response messages
they were tasked with transmitting.

For the sake of brevity, the datasets used in the eval-
uation will be referred to below as the combination
of a three-letter code for their network of origin (gnu
for Gnutella, bit for BitTorrent) and the month and
year of their collection. For example, gnu0310 refers
to the Gnutella dataset from March, 2010.

In order to process the datasets in an origin-agnostic
manner, the observations were aligned to a common
format, outlined in Table 1. This format was cho-
sen to represent the minimal information one might
expect from any recording of file-sharing on a file-
sharing network.

Field Field Type Example

IPAddress Text 148.88.227.226

ObservedAt Timestamp 2009-03-02 00:45:32

Filename Text Soul Eater 2.mov

FileHash Text D3A401C565B35E5100A1D

Table 1: The format to which the trace datasets were aligned.

Together, the IPAddress and ObservedAt fields allow
us to reference any particular observation of files. The
FileHash field allows us to determine file or torrent
equality2. We retain the Filename of each observa-
tion alongside the hash so as not to sacrifice human-
comprehensible identifiers.

The datasets differed in size and distribution accord-
ing to their origin. The Gnutella traces consisted of
4.1 and 4.6 million examples of the form in Table
1, whereas the BitTorrent traces numbered some 3.2,
2.8 and 3.0 million examples. The resulting difference
in size was some 300,000 extra examples for the Bit-
Torrent network, though this makes up only 1/30th
(3.3%) of the sample size.

Exploratory analyses revealed that the relationship
between users and files in the two networks is markedly
different. As seen in Figures 1(a) and 1(b), the Gnutella
traces have fewer distinct IPs (and therefore users)
and many more unique files, whereas the inverse holds
true for the BitTorrent samples.

These differences can be partially attributed to the
different manner in which the observations were sam-
pled, although this itself is reflective of a difference
in the underlying protocols. The Gnutella network
operates on a scoped ‘neighbourhood’ principle, and
thus it is not particularly surprising that mostly the
same range of IP addresses is seen, as these would be
the peers in the neighbourhood of the ‘super peers’
collecting observations. That the Gnutella network
datasets have significantly greater hash diversity than
the BitTorrent network reflects that the observations
of the torrents were gathered from a popular aggrega-
tion site rather than through sampling typical traffic.
This is also evident in the large number of distinct IP
addresses in the BitTorrent network, which demon-
strates the popularity of these aggregation sites.

1 STUDY DESIGN

We aim to test all three of the applications proposed
in Section III. As such, three separate evaluations
were carried out, though all use the same datasets.

2Note that the Gnutella network hash is a (reported) true
hash of the whole file, whereas the BitTorrent hash is the pro-
tocol’s info hash field. For our purposes, however, this incom-
plete hash will serve as a unique identifier, as the info hash
identifies an individual torrent. Our interest is in identifying
a particular ’sharable unit’ in the file-sharing network, not en-
suring that units with identical content are matched.
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Figure 1: Counts of distinct hashes compared with counts of dis-
tinct IP addresses show an effect for the network of origin.

1.1 MEDIA CLASSIFICATION

The aim here is to test whether the collaborative fil-
tering method we described can identify and recom-
mend files of the same ‘type’ as an input collection.
Whilst the work of Hughes et al. [5] suggests that
this method might be highly effective in searches for
child abuse media, the obscure nature of such items
makes evaluation difficult without domain experts.
Instead, we evaluate the performance of this media
classification method in searching for three types of
files: pornography, piracy software and popular mu-
sic. Pornographic files were selected as a testable
proxy for illegal pornographic material. Software re-
lated to the piracy industry (by which we mean to in-
clude key generators and application versions labelled
as ‘cracked’) was chosen as an example of readily-
identifiable illegal files and popular music files were
chosen to investigate the effectiveness of the method
on more widespread and openly shared files.

Examples from each of these categories were collected
from each dataset through keyword searches, though
any system of selecting examples would have sufficed.
These collections were then used to identify new me-
dia from the datasets using the LCFBED method.
The filenames of the predicted items, along with those
of an equal number of randomly selected files in-
troduced as a control level, were then presented to
human evaluators for classification. They were in-
structed to classify the filenames into either one of
the original selected-for categories, ‘Unknown’ where
the filename was unclear as to the content or ‘Other’
where it was from another category. Results for the
predicted files were then compared to those for the
randomly selected baseline to test for significant im-
provements.

1.2 PREDICTING BEHAVIOUR

To evaluate how well our method predicted actual
behaviour, we implemented a form of cross-validation
suitable for time-series data. First, we identified those
peers which appear more than once in each dataset.
Then we ordered the observations of their file-sharing
behaviour chronologically.

For each observation, we made a number of predic-
tions for the peer based on the network’s file-sharing
history as it would appear at that timestamp. We
then checked whether these predicted files appear in
the peer’s future observations, and generated values
for precision and recall. Repeating this process for
each but the last observation, we can then calculate
the mean precision and recall for each set of predic-
tions, along with standard deviation of these statis-
tics and an F1-score averaging them.

1.3 DISTANCE METRIC

The hypothesis under question here is that users iden-
tified as having high closeness values are similar in
other regards which may be of interest to investiga-
tors. Such similarity, however, is hard to quantify
and thus difficult to evaluate. Instead we measure
the degree to which peers have high closeness mea-
sures to themselves across time. Closeness measures
between the same peer at different points in time
are taken, and compared to the closeness between
that peer and its neighbours at each time. As a peer
will undoubtedly be similar to themselves, we treat
this as an initial gauge of plausibility of this method.
If peers demonstrate a significantly higher closeness
value against past observations of themselves (iden-
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tified by IP address), then we demonstrate some va-
lidity in using closeness as a distance metric between
P2P users.

2 THREATS TO VALIDITY

One of the main threat to the validity of this study is
that the unique identification of peers by IP address
in either file-sharing network is imprecise. There are
numerous reasons why this might be the case. In
the first and simplest case, dynamic IP address allo-
cation schemes mean that the same machine can be
assigned different addresses at different times, with-
out any particular intent on the part of the opera-
tor. Secondly, security-conscious peers may make use
of proxy services to alter their reported IP address
and intentionally obscure continued network activity.
Thirdly, for the BitTorrent network traffic there re-
mains the titular issue discussed in [10], that some
trackers merely accept proposed IP addresses from
peers, allowing for false incrimination of innocent net-
work devices, and also the related issue that misre-
porting trackers could well disguise the identity of
their peers.

Within the BitTorrent and Gnutella protocols, there
is a provision for unique identification of file-sharing
clients. It is possible for this identifier to be altered
by the client, but in practice this is rarely done by
peers on either network, and it could prove a bet-
ter identifier than IP address. We refrain from using
such identifiers, however, as their presence in other
network protocols is not guaranteed, and we aim to
demonstrate the general applicability of the collabo-
rative filtering method in file-sharing networks, which
such a reliance would limit.

Instead, we inspect the difference between two close-
ness measures for a peer identified by IP address.
We compare it to later observations of that IP ad-
dress and also to ‘neighbour’ peers who have some
files in common. If IP address proves to correlate
with high closeness, we may induce that this is be-
cause the client at that address is the same client.

Another threat is posed by the question of equality
across protocols. In the BitTorrent protocol, several
files might be bundled together into a torrent, which
is the basic sharable item, whereas on the Gnutella
network individual files are considered the basic sharable
item. This could lead to some confusion, so we clar-
ify that our position is to consider the basic sharable
item of a protocol as a ‘file’. In support of this, we
point out that a file shared on the Gnutella network

might well be a zipped or archived collection of other
files, and similarly many torrents on the BitTorrent
network might contain only one file.

3 RESULTS

3.1 MEDIA CLASSIFICATION

For each dataset, nine examples of a file belonging
to each category (of Pornographic, Pop Music and
Illegal/Cracked Software) were selected through key-
word searches. Using one, four and finally all nine
files, the LCFBED method was used to identify ten
other files which were hypothesised to be of the same
type. To evaluate the accuracy of this hypothesis
three human reviewers were asked to place the file-
names of the resultant files, along with an equal num-
ber of ‘control’ files selected at random, into one of
five categories (three being the original categories, the
two others being ‘Unknown’ for unreadable filenames
and ‘Other’ for miscellaneous other file types).

The level of inter-annotator agreement was fairly high,
with an average agreement rate of 70.6% over all cat-
egorisations. Agreement on which files were porno-
graphic in nature was 71%, the agreement for which
files were illegal software was slightly lower at 67%
and agreement on which files were popular music was
higher, at 80%. Most disagreement came from whether
a reviewer marked a file as ‘Unknown’ or ‘Other’, with
agreement rates of 19% and 44% respectively.

The results across all datasets are presented in Fig-
ure 2. Accuracy is presented as divided between the
three file categories, and further divided to reflect
whether the classification algorithm was given one,
four or nine files previously selected as being of that
category in order to generate its new predictions. The
files reviewers marked as ‘Unknown’ are included as
grey bars, demonstrating a possible higher bound on
accuracy, as such files could be correctly predicted
but in a manner undetectable to our reviewers. These
bounds were not included in tests of significance. The
baseline is the frequency with which reviewers marked
randomly selected files as belonging to the indicated
category, giving a measure of the prevalence of that
filetype in the network. The overall accuracy was
41%.

A Welch two-sample t-test (at the 5% significance
level) was carried out, and a statistically significant
effect (p=0.033) was found for the accuracy of the
LCFBED classification method as compared to the
randomly selected markup across all datasets. In-
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Figure 2: Accuracy over all datasets, in classification categories
and number of keyword-selected input files used to generate pre-
dictions.

spection of individual dataset results revealed a likely
disparity between the Gnutella and BitTorrent sam-
ples, so the t-test was repeated for these subsets, re-
vealing a significant effect for the Gnutella datasets
(p=0.036, mean accuracy of 67.5%) but not for the
BitTorrent datasets (p=0.076, mean accuracy 23.68%).
The disparity in the effect for the networks may be
linked to the relative distribution of users and files
described previously in Figure 1. Results for accu-
racy within each network are presented in Figures
3(a) and 3(b).

Within file categories, the effect was strongest for
popular music, followed by pornographic material.
The effect for illegal or cracked software was the weak-
est, and was not statistically significant. This may
indicate that certain file-types are more amenable to
classification through this method, or it may indicate
that this category was too loosely defined.

Some 17% of predictions were labelled as ‘Unknown’
by reviewers, indicating that they were unable to dis-
cern the type of contents a file may have from the
filename, indicating a significant motivation for the
employment of this method, as such files are resis-
tant to the methods proposed by [4]. As with other
properties, there was a distinction between the per-
centage of ‘Unknown’ files in the Gnutella and Bit-
Torrent datasets. The Gnutella network predictions
were 9.6% unknown, whereas the BitTorrent network
predictions were 22% unknown, indicating a possible
variation in naming practices between the networks.
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(a) Accuracy over the datasets from the Gnutella net-
work
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(b) Accuracy over the datasets from the BitTorrent net-
work

Figure 3: Accuracy of predictions for each network of origin.
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3.2 PREDICTING BEHAVIOUR

10 000 observations of peers which appeared more
than once were drawn from each dataset. Each ob-
servation included a list of files the peer is known to
be sharing at that point. For each observation, pre-
dictions of new files were made for that peer using the
information visible chronologically prior to that ob-
servation, mimicking the situation the recommender
would face in the real world. For some peers, there
are no predictions to be made; this will be the case
where there are no other peers at this point which
have shared the same files and have also previously
shared other files. Such observations are discarded,
as they are not useful for evaluation purposes. Peers
which do not gain any new files in further observa-
tions are also discarded, for the same reason. This
filtering resulted in a total of roughly 1000 obser-
vations from each dataset being considered, except
in the anomalous case for gnu0410, which had 5000.
The intent of this filtering was to avoid the situa-
tion described by [14], where a large proportion of
predictions were identified as correct simply through
correctly predicting no new files.

For each observation, the number of predictions val-
idated by later observations of the same peer was
recorded. This count was used to establish preci-
sion and recall values for the prediction mechanism,
where precision is the number of correct predictions
over the total number of predictions made and recall
is the number of correct predictions over the total
number of files later observed. Standard errors for
these statistics were also calculated. Precision and
recall were then combined to give an F1-score for the
accuracy of the prediction 3. The results are sum-
marised in Table 2.

The low accuracy of predictions (including no correct
predictions for the BitTorrent network samples) here
demonstrates a strong negative result for this predic-
tive method. Very few of the predictions made were
observed to be true. For the peers from the Gnutella
network, where some predictions were observed to be
correct, most observations of peers resulted in no cor-
rect predictions, approximating an exponential distri-
bution, as seen in Figure 4.

Precision measures could perhaps be increased by
paring down the number of predictions made for each
observation by selecting the top n ranked predictions,
but such an alteration would only be beneficial in the
case of a high recall prediction method, which this is

3An F1-score is calculated as F = 2 · precision·recall
precision+recall

Dataset Precision SE Recall SE F-Score
gnu0310 0.004 0.0016 0.00295 0.00029 0.0034
gnu0410 0.00643 0.00024 0.01667 0.00057 0.00928
bit1009 0 - 0 - -
bit1109 0 - 0 - -
bit1209 0 - 0 - -

Table 2: Summary of prediction results. BitTorrent datasets
showed no correct predictions.
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Figure 4: The number of correct predictions made for an observa-
tion of a peer in each Gnutella dataset.

not. Larger samples are likely to increase the num-
ber of correct observations, but at the cost of lower
overall recall. We reflect on this further in Section 4.

3.3 DISTANCE METRIC

A selection of 5,000 observations of peers was taken
from each network. For each observation, closeness
measures were calculated between the peer (with the
files it was reported to have shared up to this observa-
tion) and any previous observations of the same peer.
Closeness measures were also calculated between the
peer and any other peers which had a file in common.
A Welch two-sample t-test was carried out to judge
the significance of variance between the two samples.

The results are presented in Table 3. The results
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demonstrate a clear distinction between the average
closeness score for every peer in relation to previ-
ous observations of itself, compared with the aver-
age closeness score for other peers it has shared files
with. This demonstrates that closeness measures are
strongest within the same peer (as identified by IP
address), indicating that high closeness will correlate
with IP address and thus lending some weight to the
original suggestion of using closeness as a means of
identifying individuals.

Dataset Self Closeness Neighbour Closeness

gnu0310 25.65 1.02

gnu0410 345.63 1.01

bit1009 166.42 1.01

bit1109 249.36 1.02

bit1209 263.56 1.02

Table 3: Summary of closeness comparison results

Interestingly, the average closeness of each peer to
its neighbours was highly consistent across datasets.
Examination of the standard errors for each dataset
(presented in Table 4) shows that the parameter es-
timate of a mean closeness to a peer’s neighbours of
1.02 is highly likely to be accurate across networks
and datasets. The standard error for mean closeness
values between a peer and past observations of that
peer is higher, and Table 3 shows that inter-dataset
variability in mean self closeness was quite high.

Dataset SE (Self) SE (Neighbours)

gnu0310 0.122 3.69 × 10−4

gnu0310 0.429 1.30 × 10−4

bit1009 0.368 1.34 × 10−5

bit1109 0.396 2.04 × 10−5

bit1209 0.384 1.83 × 10−5

Table 4: Summary of standard errors for the self and neighbour
closeness means.

4 ANALYSIS

Considering first of all the results from Section 3.1
the indication is that collaborative filtering can be
applied usefully to classify previously unknown me-
dia. Specifically, we find that the method works well
on the Gnutella network, and in particular on popu-
lar music and pornography files. It would seem that
our modified assumption that peers that are sharing
the files in Fn will also share files of the same type
as those in Fn holds true for these conditions.

Interestingly, we see that the same does not apply for
the BitTorrent network. While there is some increase

in accuracy compared to a random selection process,
it is statistically insignificant, and indeed the accu-
racy of the classifier is less than 50%. This differ-
ence could plausibly be linked to the relative num-
ber of unique users and files in the BitTorrent and
Gnutella networks. The Gnutella network is abun-
dant in unique files but low on users, whereas the
BitTorrent network is low on unique files and high
on users. Further study across a range of file-sharing
networks and sampling methods would be required
to identify the necessary preconditions for accurate
classification under this method.

In the results from Section 3.2, we discover that the
behavioural prediction method has a very poor ac-
curacy. We may draw from this that the previously
stated assumption that if peer pk is sharing files Fpk
and peer py is also sharing files Fpy such that Fpk ∩
Fpy 6= ∅, then peer pk is likely to obtain and share
other files peer py is sharing is an incorrect one, and
that future peer ownership of files is not directly de-
termined by the history of similar peers. This means
that the behavioural prediction application we pro-
posed is unlikely to provide useful predictions with-
out substantial modification.

More accurate predictions might be gleaned from a
more inclusive model similar to that proposed in [16].
Alternatively, alterations to the method of determin-
ing file equality may help improve the effectiveness of
the collaborative filtering method, both for prediction
and in general. Recall that we test for file equality us-
ing the reported hashes; if we additionally make use
of low word distance between filenames, we may cor-
rectly identify more equalities between files which are
currently considered distinct, increasing the number
of predictions and matches between predictions and
observations.

The results from Section 3.3 show promise in sup-
port of the original assumption, that similarity of
file-sharing habits reflects a similarity or connection
between individuals. While it would be hasty to make
such a strong conclusion based on such a summary
test of closeness as a distance metric, there is at least
an indication of the metric’s suitability to be used in
identification and connection-related tasks, which can
be expanded upon in further work specifically eval-
uating clustering techniques for the support of link
analysis.

Related work on file-based similarity metrics has been
restricted to files of a specific type — song files —
to attempt to overcome sparsity problems [13]. This
approach has several positive aspects which could be

Page 11 of 13
c©ASE 2012ISBN: 978-1-62561-001-0 77



adopted in user clustering and identification for inves-
tigative purposes, including a graph-based approach
for measuring distance between non-overlapping peers.

V CONCLUSIONS & FURTHER WORK

We have outlined three potential applications of col-
laborative filtering technology in criminal investiga-
tions of file-sharing networks and evaluated each ap-
plication. We make three key findings:

• First, we demonstrate that collaborative filter-
ing technology can be successfully applied in
identifying new media of certain categories. We
show a significant effect in the responses of hu-
man reviewers when comparing filenames se-
lected via a collaborative filtering method with
randomly selected files. We also note that a
significant effect is found within observations of
the Gnutella network, but not within the Bit-
Torrent network observations, indicating that
certain characteristics of file-sharing networks
could be influential in determining the effective-
ness of collaborative filtering techniques. Nonethe-
less, the large number of file-sharing applica-
tions based on the Gnutella model [19] makes
this finding significant.

• Second, we find that collaborative filtering mod-
els are insufficiently accurate in predicting the
file-sharing behaviour of peers. We suggest that
models which consider other factors than shar-
ing history may prove more effective, taking
into account variables such a time of day and
duration of file availability which may be impor-
tant factors in driving downloading behaviour.

• Third, we demonstrate that high closeness mea-
sures correlate with IP address, lending initial
support to the use of closeness as a distance
metric in clustering and identifying users. This
could be highly useful in helping investigators
uniquely identify peers engaging in illegal file-
sharing activity and in investigating networks
of criminal file-sharers.

Although our initial intent was to demonstrate appli-
cability of this method across file-sharing networks,
we have found that the nature of the underlying net-
work has a large impact on the effectiveness of vari-
ous collaborative filtering tasks. This may be linked
to observations of the disparity between user and file
counts summarised in Figure 1. It would appear that

the Gnutella protocol is more amenable to this form
of analysis than the BitTorrent network. An interest-
ing branch of further study would be to pursue this
line of enquiry, applying collaborative filtering for the
purposes of new media classification to different file-
sharing networks and attempting to confirm that ef-
fectiveness is related to the ratio of distinct users and
hashes. This could help optimise performance of the
media classification algorithm.

Other avenues for further work include the develop-
ment of a more suitable predictive model for file-
sharing behaviour, and the further investigation of
the utility of closeness as a clustering or identifica-
tion distance metric; the latter could be particularly
useful in conjunction with techniques from the field of
social network analysis. Investigation into the effects
of utilising filename edit distance equality in collab-
orative filtering could result in improved accuracy in
classification of files and prediction of downloading
behaviour.

Finally, an important area to be explored before these
methods can be applied in assisting investigation is
the design of a suitable system for the deployment of
collaborative filtering techniques in a manner which
integrates with existing network monitoring technol-
ogy, so that real-time or near real-time notifications
of new media can alert either human investigators or
other investigative software to study potentially in-
fringing files or potentially malicious peers.
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